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Abstract

This paper is adressing the primary vertex reconstuction in the JUNO central

detector using neural networks. The main drawback of the charge center method is

underestimation of the calculated radius. On the other hand, maximum likelihood

method needs huge computational effort. Neural networks could be the answer to this

problem. Two different approaches with neural networks are described in this work.

First is the feedforward network which does correction of the charge center estimation

based on summary data. Second is the convolutional neural network which use charge

and time data of all photomultipliers by projecting the spherical structure of the JUNO

central detector to the 2D plane.

This report is a collaborative work of two authors. The authorship of sections are

marked with the initials of the author.
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1 Introduction MD

The Standard Model (SM) is the currently most successful theory describing the fun-

damental particles that make up our universe and their interaction forces (except the

gravitational force). Nevertheless the standard model is known to be incomplete. Ques-

tions of fundamental physics are still unanswered and several experimental findings imply

physics beyond the standard model, such as:

• Asymmetry in baryon / anti-baryon abundance in the observable universe.

• Experimental hints on unidentified dark matter and dark energy.

• Experimental prove that neutrinos are massive particles.

• Lack of a unified theory of general relativity theory and quantum world.

The weak interaction, the only interaction neutrinos contribute to, is not well tested

due to the fact that the probability of interaction is low (weak). In order to test the

SM to new limits and identify new theories and symmetries it is necessary to study the

currently unknown properties of neutrinos like their masses or at least their mass hierarchy,

the equality of neutrino and anti-neutrino (Majorana-particles) and look for existence of

additional light or heavy neutrino generations, i.e. sterile neutrinos.

Studies of neutrino physics have historically produced a large number of puzzles and

mysteries such as deficit of solar neutrino flux, LSND, gallium and reactor anomalies. Some

of them such as studies of deficit of solar neutrino flux led to discovery of neutrino mixing.

Other anomalies can also indicate a gap in the Standard Model and lead to experimental

discovery of physics beyond the SM.

Among the fundamental parameters that can be tested with neutrino oscillation ex-

periments only phase of CP-violation and mass ordering or hierarchy remain unknown for

now.

The accurate knowledge of neutrino mixing and oscillation parameters is important

for testing the ground of SM. Future experiments such as JUNO, DUNE and Hyper-

Kamiokande will provide measurements of CP-violating phase and mass ordering with

unprecedented precision leading to the long awaited era of precision measurements in

neutrino physics.

JUNO One of the future experiments addressing neutrino related studies is the Jiang-

men Underground Neutrino Observatory (JUNO). JUNO is designed to study neutrino

mass ordering and to provide measurements of three of neutrino oscillation parameters

with sub-percent accuracy utilizing antineutrino flux from Yangjiang and Taishan nuclear

power plants.

The detector will be located in Jinji town, Kaiping city, Jiangmen city, Guangdong

province, 700 m underground at optimal distance of 53 km to nuclear power plants in order

to achieve optimal sensitivity to neutrino mass ordering.

The JUNO central detector is a spherical multipurpose detector with 20-kilotons of

liquid scintillator with a radius of about 19.5 m which is sensitive to electron antineutrinos
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via the inverse beta decay (IBD) reaction ν̄e + p → e+ + n. The surface of the acrylic

sphere is covered with 18 000 large photomultiplier tubes (PMTs) of about 51 cm diameter.

PMTs are placed in an hexagonal grid with occasional gaps for electronic ports and the

chimney on a top for calibration source deployments. In small gaps between these large

PMTs additional small PMTs with an diameter of about 3 inch are placed to increase

the geometrical coverage and aid with muon reconstruction by providing more accurate

timing information.

Such a detector would allow JUNO to perform multiple studies and measurements:

• Neutrino mass ordering determination with a significance of 3− 4σ;

• Measurements of mixing angle θ12 and mass splittings ∆m2
21 and ∆m2

32 with sub-

percent accuracy;

• Collect unprecedented sample of geoneutrinos;

• Measurements of diffuse supernova neutrino flux;

• Searches for proton decay;

• Direct unitarity tests;

• Detection of solar and atmospheric neutrinos;

• Searches for non-standard neutrino interactions.

The most stringent requirement for experiment that should be achieved is energy

resolution of 3%/
√
E (MeV) or better. The sensitivity to correct determination of mass

ordering drastically depends on it. In order to meet this goal sophisticated algorithms for

vertex and energy reconstruction have to be developed. Additionally due to the amount

of data which is going to be produced, these algorithms should be as fast as possible.

Figure 1.1: Simplified scheme of the JUNO detector.
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2 Theory

This chapter will address the theoretical basics concerning the classical methods of vertex

reconstruction for comparison and an introduction to neural networks.

2.1 Classical vertex reconstruction MD

Reconstructing vertices’s of events inside a particle detector is classically done by plain

mathematical methods and fitting algorithms. In the following, exemplary methods are

shortly introduced for efficiency and accuracy comparison with the neural network meth-

ods.

2.1.1 Charge center method

The most naive and simple way to estimate the vertex of an event is the charge center

method. The center of charge of an event inside the detector is given by:

x̄ =

∑
i x · ni

p.e.∑
i n

i
p.e.

, (1)

with x being the position of the i-th PMT and and nip.e. the number of photo electrons

emitted by the i-th PMT during the given event.

As an example, a set of about 156000 simulated Positron-events with an energy of

5 MeV and random vertex positions (using Monte-Carlo method) is analyzed using this

method. The results shown in fig. 2.1 show a rising error in estimation with rising vertex

radius. Especially at the far edge of the detector (r > 16 m) the calculated position is

largely underestimated.

Figure 2.1: Example of vertex reconstruction using charge center method on 156000 5 MeV-

events of Positron. Shown is the absolute distance between reconstructed and real vertex

position over radius and cubic radius.
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Figure 2.2: Example of vertex reconstruction using charge center method on 156000 5 MeV-

events. Shown are deviations in cartesian and spherical coordinates of the reconstructed

vertex position from the real vertex position.

An overview of the discrepancy in specific axis is shown in 2.2. The error of the radius

estimation is the substantial contribution in the error of total distance. The error of the

estimated longitudinal angle φ is stable over all radii and the standard deviation is ≈
0.04 rad. The error in azimuthal angle θ is slightly varying a long the radius, probably

due to the asymmetry of PMTs in this axis, but is still very accurate with a standard

deviation of ≈ 0.023 rad. The error in the radial axis is quite severe with rising deviation

up to 6 m at the edge of the detector. The knee feature at high radii is due to the flat

angle of emitted γ vectors relative to the surface of near PMTs resulting in total reflection

and final detection in more distant PMTs. This results in a huge underestimation of the

calculated radius. The reason for the global slope is described in [1] and can be easily

corrected with a factor of ≈ 6
5 .

The systematic features in the results of this method may enable further processing

for better estimation. In the scope of this program we will use the charge center results as

input for a simple neural network.

2.1.2 Maximum likelihood method

The currently most accurate algorithms for vertex reconstruction in the central detector

of JUNO are based on the maximum likelihood method. This method is based on model
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Figure 2.3: Single photon PMT signal at the Daya Bay detector.

functions which describe all physical interactions inside the detector and the behavior of

the detection electronics. The vertex position is a parameter in the model function and

the output of the function is the expected signal of the detector for this kind of event at

the given position. In order to determine the vertex position of a given detector signal,

the input parameters of the model function are varied until the output of reassambles the

real detecotr signal in the most similar way (most-likely).

For JUNO the time information of PMTs combined with the optical model in the

detector are used for these reconstruction algorithms which are able to determine the

vertex position with a bias within 3 cm in fiducial volume and vertex resolution is 7 cm at

1 MeV [1].

The main drawback of these methods is the huge computational effort needed. A

reconstruction of a single vertex may take several minutes. Neural networks could be the

answer to this problem since they need an order of magnitude less time produce results

after they have been sufficiently trained.

2.2 Neural networks DS

Machine learning is a set of algorithms used to solve severe and complicated tasks. Neural

networks are a huge part of machine learning. The main goal of neural networks is to

approximate some function y = f(x, θ) which maps an input x to a label y. They tune

parameters θ during training by minimizing a loss function value so that the network

produces a desired output for a given input. Neural networks are called networks because

they consist of layers with neurons inside each layer. We can think about neural networks

as a chain of functions which are composed together:

f(·) = f3(f2(f1(·))) (2)
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In this case f1 is called the first layer, f2 is called the second layer and so on. The essential

terms of neural networks can be explored on an example of a feedforward network (fig.2.4).

Figure 2.4: Simple neural network architecture example. This is a feedforward network (also

called a multilayer perceptron model). All layers between the input and output layers are

called hidden, because the training data doesn’t show desired output for each of these

layers. Each neuron in such layers is called a hidden unit.

The output of the i-th neuron in the k-th layer can be calculated by:

y
(k)
i = f

(k)
i

∑
j

w
(k)
ij · xj + b

(k)
i

 (3)

where f
(k)
i is an activation function of this neuron, w

(k)
ij is a weight coefficient of this

neuron with respect to the j-th input, xj is a value of j-th input (if k corresponds to

the next layer after the input layer) or a value of j-th output of (k − 1)-th layer (if k

corresponds to other layers) and b
(k)
i is a bias coefficient of this neuron.

In this way a set of variables to train θ consists of weights wi and biases bi. The most

common used algorithm for minimizing the loss function (finding best set of parameters

θ) is gradient descent, but there are a lot of these algorithms and what to choose depends

on a concrete task. Deep networks have huge number of parameters to tune so we need to

choose a method to compute gradients efficiently. Backpropagation algorithm serves this

purpose [2].

In order to define a neural network we need to choose:

• Architecture (a type/number of layers, a number of neurons in each layer)

• Optimization method

• Loss function

• Activation functions for every neuron
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• Hyperparameters

The loss function maps a difference between predicted and desired values onto a real num-

ber. We can choose loss function so that it intuitively represents some physical meaning,

but it is a common practice to use such functions that represent some “cost” and have less

operations to compute. In example, for regression tasks it is often the mean squred error

function:

MSE =
1

n

∑
i

(
ytruei − ypredi

)2
(4)

where ytrue is a desired output vector of n components and ypred is a predicted output

vector of n components.

The activation function of a neuron defines an output of this neuron according to

a given input or set of inputs. Only non-linear functions allow neural networks to solve

complicated problems. Usually it is defined globally same for all neurons in a layer. Very

popular activation function is the Fermi function or the sigmoid function (fig. 2.5):

f(y) =
1

1 + e−y
(5)

which maps a range of values (−∞; +∞) to (0; 1). Also a commonly used function is the

hyperbolic tangent function (fig. 2.5) which maps a range of values (−∞; +∞) to (−1; 1).

Figure 2.5: Sigmoid (left) and hyperbolic tangent (right) functions.

Hyperparameters are variables which determine how the network is trained. Examples

include a learning rate for the optimization method, regularization scale factors (see 2.2.2

for details), a batch size, a number of training steps, a number of epochs, coefficients for

local response normalization (see 2.2.2 for details) and etc. Also the number of neurons

and layers could also be thought as a hyperparameters when we want to find the best

architecture for solving a concrete task.

Unfortunately, if the dimensionality of an input data is large – it causes the huge

number of parameters to train. In example, if we have a charge response of 20000 PMT’s,

2 hidden fully connected layers with 20000 neurons inside each layer, 1 output layer with

3 neurons, then the number of only weight coefficients in a feedforward network would be:

20 0002 + 20 0002 + 20 000 · 3 = 800 060 000 (6)

That is why it is more convenient to use different network architectures that can

process large input data and extract important information from it using less number of

parameters.
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2.2.1 Convolutional network

Regular neural network transforms an input by passing it through a set of hidden layers

to get a desired final output. Convolutional neural networks (CNN) are slightly different.

First of all, they process data that has a known grid-like topology. Examples include image

data that can be thought as a 2-D grid of pixels. Secondly, convolutional neural networks

have two components.

• Feature extraction part

• The regression/classification part (it depends on a type of a concrete task)

In the first part of a network it performs convolution and pooling operations to detect

features. In example, if there is an image of a human’s face – then a network would

recognize some parts of this face: ears, eyes, lips and etc.

In the second part of a network it uses extracted features to produce desired output

by passing them through a set of hidden fully connected layers. This part is similar to the

feedforward network architecture.

Convolution operation (fig. 2.6) is one of main blocks of any CNN. In math, a term

convolution means a combination of two functions to produce a third function. In a case of

CNN, the convolution is performed using filter (or kernel) which essentially is a matrix of

weight coefficients. This operation is executed by sliding a filter over the input. A matrix

multiplication is performed at every location and then a sum of all elements in the resulted

matrix form a new pixel in the feature map. Usually, every convolutional layer has a set

of n kernels to produce n feature maps on one input.

Figure 2.6: Visualization of the convolution operation.

An activation function is applied after the convolution operation to make output to be

non-linear. In case of a CNN, it is usually Rectified Linear Unit (ReLU):

f(x) = max (0, x) (7)
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Figure 2.7: Rectified linear unit function.

According to Krizhevsky et al. [3]:

Convolutional neural networks with very deep architecture train several times

faster with ReLUs than their equivalents with hyperbolic tangent units.

Stride is a step size that the convolutional filter moves each time. It is usually 1.

Because the feature map size is always smaller than an input size, it is needed to do

something to prevent shrinking an image. This is where we use padding (fig. 2.8). We add

pixels with zero value to surround the image with zeros, so that a feature map has same

size as an input.

Figure 2.8: Padding visualization. In this case the feature map doesn’t have the same size

as an input, because a stride equals to 2.

It is a common practice to add the pooling layer (fig. 2.9) after the convolutional

layer. The pooling layer also has a filter size, strides and performs max or average pooling

operation by sliding a filter over the input. It significantly reduces the dimensionality of

input data for hidden fully connected layers at the bottom of a network.
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Figure 2.9: Example of the max pooling output on a 4x4 one-channeled image.

Convolutional neural networks implement two important ideas: sparse interactions and

parameter sharing. Sparse interactions mean that we define kernel sizes to be smaller than

the size of an input image. In example, an input image can contain thousands or millions of

pixels, but we detect small features that have only tens or hundreds of pixels. Parameter

sharing means that we reuse same parameter for more than one function. During the

prediction step each parameter of regular neural network is used exactly once. In a case of

a CNN, each element of a kernel matrix is used during computing a result on every input

pixel. In conjuction with using of pooling layers that reduce the dimensionality of input

data for hidden layers – it significantly decreases the number of parameters to train.

2.2.2 Regularization methods

Let’s consider the figure 2.10. The training loss constantly decreases but at some point the

evaluation loss starts to increase. In machine learning it is called overfitting. To prevent

this we can apply a set of regularization techniques.

Figure 2.10: Example of overfitting the model.

Dropout Dropout consists in randomly setting unit’s value to 0 at each update during

training time. Each neuron has a probability p to be kept and probability (1 − p) to be

dropped. The units that are kept are scaled by 1
1−p , so that their sum is unchanged at
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training time and inference time. Usually the dropout technique is only performed during

training so that all units are kept during the evaluation step.

Figure 2.11: Dropout operation.

According to Krizhevsky et al. [4], the activations of the hidden units become sparse

with dropout operation, even when no sparsity inducing regularizers are present. Thus,

dropout automatically leads to sparse representations. This improves generalization be-

cause it forces layers to learn the same “concept” with different neurons.

Local response normalization In a case of a CNN, ReLU units have a property

that they do not need any kind of an input normalization. However, Krizhevsky et al.

[3] developed a technique that aids generalization. Such method is called Local Response

Normalization:

bix,y = aix,y/

k + α

min(N−1,i+n/2)∑
j=max(0,i−n/2)

(ajx,y)
2

β

(8)

where bix,y is the response-normalized activity, aix,y is the activity of a neuron computed by

applying kernel i at position (x, y) and then applying ReLU nonlinearity. Sum runs over

n adjacent kernel maps at the same spatial position, and N is the total number of kernels

in the layer.

Such lateral inhibition is observed in the brain, and we can also think of it as helping

sharpening the response.

L2 regularization Instead of aiming on mizimizing just the loss function value:

θ = arg min
θ

(loss(x, θ)) (9)

we will now minimize loss + complexity of the model:

θ = arg min
θ

(loss(x, θ) + complexity(θ)) (10)
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In terms of L2 regularization the complexity of the model is given by:

complexity(θ) =
α

2
· ‖w‖22 =

α

2
· (w2

1 + w2
2 + ...) (11)

where α is a scale factor in a range of [0; 1] and w is a vector of all weight coefficients of

the neural network.

This method prevents coefficients to fit so perfectly to overfit. Scale factor is often

choosed empirically and can be thought as a hyperparameter of a network.

2.3 Projection method MD

Several methods for projecting spherical surfaces on to a plane have been invented over

the years espacially in order to create maps for navigation. A broad summary of map

projections including their features and flaws can be found on [5, 6].

In the scope of this project we decided to use an equal-area type of projection named

Mollweide-projection. The decision was based on the plan of using the convolutional neural

network also for energy reconstruction. The transformation is performed with the following

set of equations:

x = 2
√

2 · λ
π
· cos θ ·R , (12)

y =
√

2 · sin θ ·R , (13)

where λ is the longitudinal, θ is the azimuthal angle and R is the radius. Since the radius

is constant over the surface of the sphere, it is basically used as a scaling factor. Since the

positions of the PMTs are given in cartesian coordinates, they have to be converted to

spherical using standard equations.

An example of event data plotted using the projection method is show in fig. 2.12.

Figure 2.13 shows the same event but rotated in order to show the charge center in the

center of the projection. This rotated image also clarifies the non-homogenic positioning

of PMTs in the azimuthal angle.

In order to feed the data to the neural network, the projections will be interpolated to

smaller images with fixed dimension for charge and first hit-time information. The charge

centered images will also be tested as input for the convolutional network in order to add

this meta information to the prediction.

For additional tests also the sinusoidal projection may be of interest since it preserves

distances. This may be of importance for angular vertex prediction using the convolutional

neural network.
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Figure 2.12: Scatter plot of PMT charge data in Mollweide projection. Grey dots represent

PMTs which did not acquire a signal at all. The strength of signals is projected with a red-

shade colormap as illustrated in the colorbar. The blue dot represents the vertex position

determined using the charge center method (only angular information obviously).

Figure 2.13: Same projection method but the coordinate system was rotated before pro-

jection to move the charge center to the middle of the projection.
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3 Vertex reconstruction experiments

The results of the two approaches for vertex reconstruction using neural networks are

discussed in the following chapters. Feed forward network essentially does correction of the

charge center estimation based on summary data. Convolutional neural network produce

the vertex reconstruction based on charge and time data of individual PMTs.

3.1 Feed forward network MD

The feed forward network (FFN) is a comparably (to the later discussed convolutional

neural network) simple neural network. In the following the input data, architecture and

results are presented.

3.1.1 Input data

The input data of our FFN consists of five or eight values per event:

• The total number of photoelectrons of all PMTs (Np.e.),

• the mean first hit time (t̄hit),

• and the three cartesian and/or spherical coordinates of the estimated vertex position

using the charge center method (see section 2.1.1).

If both coordinate representations of the charge center are used, the input vector consists

of eight values, five otherwise.

Preparing the input data for the neural network from simulation files (ROOT-files)

is done via FFNdata.py-script, converting raw data of each PMT’s photo electrons (p.e.)

and first hit time (thit) to the meta data described above and saved to hdf5-files.

3.1.2 Architecture

The basic structure of a neural network is described in the theory chapter 2.2. The used

FFN consists solely of the input and output layer and multiple hidden layers. The main

structure of the neural network is shown in fig. 3.1.

Figure 3.1: The general architecture of the feed forward network. Some of the hyperparam-

eters which have to be optimized are indicated (underlined) and the dashed line indicates

the variable number of dense layers.

The architecture design parameters like number of neurons in a hidden layer and

number of hidden layers and type of input data where varied to find the optimal design.

Additionally the typical hyperparameters of the neural network have to be varied to achieve

14



Parameter Description Value Range

NNwidth size of dense layer 100 to 8192

NNlength number of dense layers 2 to 10

activation type of activation function ReLU, tanh

batch size number of events per batch 16 to 8192

optimizer type of optimizer GradDesc/Adam

start-LR start value of the learning rate 0.000 05 to 0.1

LR-decay1 decay rate of learning rate 0.90 to 0.999

dropout keep-rate of the drop out layer 0.01 to 0.99

normalize normalization of input data true/false

cartesian add charge center in cartesian coord. to input true/false

spherical add charge center in spherical coord. to input true/false

sph-label use spherical coordinates for the label data true/false

Table 1: List of hyperparameters and architecture design options. These parameters need

to be optimized to increase the prediction accuracy of the neural network.

highest precision and accuracy in the prediction. All parameters which have been varied

are listed in tab. 1 included the tested ranges.

Since the output of the neural network is choosen to be the three coordinates of the

vertex position, the mean euclidean distance is choosen in case of cartesian coordinates:

∆R =
1

n

∑
i

|ytruei − ypredi | , (14)

with n being the size of the batch, i the index of the event and ytruei /ypredi the real vertex

position and the predicted one respectivly. In case of spherical labels the MSE (eq. 4) is

used. Both loss functions are equally performing in the sense that they both can be used

for optimizing the prediction. The euclidean distance is just more convinient in case of

cartesian coordinates.

For initiallization of the kernel (weights and biases) the default glorot uniform initial-

izer is used which draws samples from a uniform distribution. Additionally the samples

inside each batch are shuffled.

3.1.3 Results

Optimizing the networks parameters was done by training and evaluating multiple in-

stances of the network with varying parameters in nested loops. In order to minimize the

time for this optimization only subsets of parameters have been varied for each optimiza-

tion attempt and the best result is used for further optimization attempts using a different

subset of parameters.

In the beginning of the optimization process the input data was normalized by default

and activation function for the dense layers was fixed to tanh due to exploding weights.

Later these parameters were changed too, since the effect did vanish with better parameters

(especially with use of Adam Optimizer).

The best results were archieved with the architecture shown in fig. 3.2 using the Adam

optimizer, normalized input data including cartesian and spherical coordinates of the
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charge center and the ReLU activation function.

Figure 3.2: The simple architecture of the feed forward network. The shown architecture

is the currently best performing one. More details on other tested dimensions (number of

dense layers and units/neurons in each layer) and hyperparameters are given in the text.

The networks geometry was optimal with a low number of big dense layers. The Start-

Learning Rate (start-LR) was optimal at 3× 10−4 and the batch size could be choosen as

big as 8192 without any change in the result but reducing the computational effort. Using

spherical coordinates for the label results always in very bad results even with otherwise

optimal parameters.

The evaluation results of the FFN are shown in fig. 3.3. The correlation between the real

radius and the predicted one, which have been present in the charge center reconstruction,

is eliminated. ∆R over r3 reassambles a uniform distribution in r3 and poisson in ∆R. The

mean error on the euclidian distance is about 25± 12 cm. Important to mention though:

The results include outliers with values of ∆R > 200 cm which arise due to outlines in the

charge center data and therefore are impossible to correct by the neural network.

Figure 3.3: Results of vertex reconstruction with the feed forward network. The training

data set consisted of 140 000 5 MeV-events of Positron and the evaluation set of 16 000

events. Shown is the absolute distance between reconstructed and real vertex position over

radius and cubic radius. The respective line-plots can be found in appendix A.2.

Investigating the results in single coordinates (see fig. 3.4) shows far less structure in the

cartesian coordinates, but still some depencies and offsets are visible. The prediction results

plotted in spherical coordinate show a deviation in the radius of about −1.5± 16.0 cm.

The deviations of the angles θ and φ are about −0.005± 0.020 rad and 0.00± 0.05 rad
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Figure 3.4: Results of vertex reconstruction with the feed forward network. The training

data set consisted of 140 000 5 MeV-events of Positron and the evaluation set of 16 000

events. Shown are deviations in cartesian and spherical coordinates of the reconstructed

vertex position from the real vertex position. The respective line-plots can be found in

appendix A.1.

respectivly. These deviations seem small, but for radii of e.g. 16 m the error in the angle

corresponds to up to 80 cm.

In order to investigate this further the individual coordinates are also plotted over the

real cubic radius in fig. 3.5. The results show a decreasing spread of the angular deviation

with increasing radius. Therefore the above described effect is deminished, but still the

angular deviation is now dominant over the radial one. This may be due to the abscence

of structure in the charge center angle information.
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Figure 3.5: Results of vertex reconstruction with the feed forward network. The training

data set consisted of 140 000 5 MeV-events of Positron and the evaluation set of 16 000

events. Shown are deviations in cartesian and spherical coordinates of the reconstructed

vertex position from the real vertex position over the real cubic radius. The respective

line-plots can be found in appendix A.1.
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3.2 Convolutional network DS

Tensorflow [7] was choosed as a core framework for building the neural network model.

It has many powerful tools, provides high performance and allows models to be saved at

checkpoints and loaded into any Tensorflow instance.

3.2.1 Input data

The inputs are 2-channeled images with resolution 192x96, where the first channel is charge

data and the second channel – time data. All ≈ 20 000 PMT’s are arranged into rectangu-

lar images using the Mollweide projection method. No additional input normalization is

performed, since ReLU units has a property that they do not require it [3].

Figure 3.6: Rectangular input images of one single event. Shown is charge data (left) and

time data (right). Y-axis is θ angle and X-axis is φ angle. This pictures are arranged into

one 2-channeled image and are used for feeding the network.

All images are stored as a NumPy arrays in HDF5 files. Tensorflow provides huge

dataset API for defining custom input pipeline architecture. We extract data from HDF5

files using multiple CPU cores and prefetch every next batch on CPU while current batch

is processed on GPU.

Figure 3.7: Device idle time visualization.

3.2.2 Architecture

The network has 1 input layer, 4 convolutional layers, 4 pooling layers, 2 fully connected

layers and 1 output layer in total. We applied local response normalization layer after each
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convolutional one to aid the generalization. The coefficients for LRN are: α = 0.001/9.0,

β = 0.75, k = 0.5. The dropout is performed before the output layer to prevent overfitting.

In this way, the architecture looks like:

Input
[192, 96, 2]

Convolutional layer
filters=64, kernel_size=[3,3],

padding='same', activation='relu'

Convolutional layer
filters=64, kernel_size=[3,3],

padding='same', activation='relu'

Max Pooling
pool_size=[2,2]

strides=2 

Flatten
[6 * 12 * 256] 

Local response
normalization

Local response
normalization

Max Pooling
pool_size=[2,2]

strides=2 

Convolutional layer
filters=128, kernel_size=[3,3],

padding='same', activation='relu'

Local response
normalization

Max Pooling
pool_size=[2,2]

strides=2 

Convolutional layer
filters=256, kernel_size=[3,3],

padding='same', activation='relu'

Local response
normalization

Max Pooling
pool_size=[2,2]

strides=2 

Dense
units=4096

activation='relu' 

Dense
units=4096

activation='relu' 

Output 
units=3

activation=None 
Dropout

keep_probability=0.4

Figure 3.8: Network architecture.

Adam optimizer [8] was found out as a good optimization method for the vertex recon-

struction task. This algorithm is computationally efficient, has little memory requirements,

is invariant to diagonal rescaling of the gradients, and is well suited for problems that are

large in terms of data and/or parameters. The update rule for parameter θ with gradient

g is described at the section 2 of the paper [8]:

t = t+ 1

lrt = α ·

√
1− βt2
1− β21

mt = β1 ·mt−1 + (1− β1) · g

vt = β2 · vt−1 + (1− β2) · g · g

θt = θt−1 − lrt ·
mt√
vt + ε

where t is the number of current iteration, lrt is the learning step size at iteration t, α is

the initial learning step size, ε is the constant for numerical stability and for prevention

division by zero , β1 and β2 are constants in range (0; 1), usually they are choosed close to

1. We use default settings proposed by authors of the paper [8]: β1 = 0.9, β2 = 0.999 and

ε = 10−8. For the initial learning step size α we found out that the value 3 · 10−4 is best.

The Mean Squared Error function is used as a loss function. We add the L2 regular-

ization term to it as it is decribed in 2.2.2. The scale factors for weight coefficients are
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0.01 and 0.05 for convolutional and fully connected layers respectively.

The weight initialization method is significantly important in deep neural network

architectures. By using Xavier weight initialization [9], we make sure that the weights are

not too small but not too big to propagate accurately the signals. With each passing layer

the variance remains same. It helps to keep the signal from exploding to a high value or

vanishing to zero.

We trained our model with the batch size of 140 events, the initial learning rate of

3 · 10−4 and a number of epochs of 64. Additional epochs do not improve evaluation much

but require a lot of computational time to proceed.

3.2.3 Results

Our results are summarized in fig. 3.9 and fig. 3.10. The evaluation set consists of 16 000

events. The error in total distance has mean of ≈ 23 cm and the standard deviation of

≈ 11.2 cm. The results doesn’t show a rising error with rising vertex radius as it is in

the charge center method, but there are more outliers at high radii. A possible reason for

this may be that the CNN learned patterns about events with high radius, but some of

events are still hard to predict. We found that the larger size of a training set helps to

fight outliers.

The main disadvantage of using CNN is that it can take large amount of time to find a

good set of hyperparameters in case of a change of the network’s architecture.
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Figure 3.9: Results of vertex reconstruction with the convolutional network. The training

data set consisted of 140 000 5 MeV-events of Positron and the evaluation set of 16 000

events. Shown is the absolute distance between reconstructed and real vertex position over

radius and cubic radius. The straight black line shows µ value, the top and bottom dotted

lines show µ + σ and µ - σ values respectively.

The bottom plots are violin plots. The outer shape represents all presented values, with

a thickness representing how often they occur. The thickest section represents the mode.

The next layer inside represents the values that occur 95% of the time. The quartiles are

drawn as a black lines inside each violin.

The respective line-plots can be found in appendix A.9.
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Figure 3.10: Results of vertex reconstruction with the convolutional network. The training

data set consisted of 140 000 5 MeV-events of Positron and the evaluation set of 16 000

events. Shown are deviations in cartesian and spherical coordinates of the reconstructed

vertex position from the real vertex position. The straight black line shows µ value, the

top and bottom dotted lines show µ + σ and µ - σ values respectively.

The respective line-plots can be found in appendix A.8
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4 Conclusion & Outlook

4.1 Summary

The goal of this work was to develop and describe a neural network for predicting the

primary vertex position in the JUNO experiment. Two networks for two different tasks

were succesfully designed and tested. Our results show that such methods have high po-

tential and they are comparable to classical methods. However, there are a lot of things

to research and a lot of work to be done to reach the minimal required precision of 10 cm.

4.2 Outlook

Vertex / track reconstruction All results in previous section are produced on Positron

events. Future plans include the vertex reconstruction on electron events and track recon-

struction on muon events.

Event classification In addition to vertex and energy reconstruction there is also the

task of an event classification. It is important to classify a type of a particle depending on

charge and time data of all PMT’s. Convolutional networks are especially good in terms

of image classification so this instrument could give satisfactory accuracy.

Different input data There are a lot of possibilities of using several projection methods

to arrange PMT’s into rectangular images. The resolution of input images also has an

influnce on total distance error and computational time. In the case of a feedforward

network we can add multipole data of charge center information as an additional input

variables.

Search for better hyperparameters The number of hyperparameters leads to a sub-

stantial number of choices to be made when creating a neural network, and that these

choices will affect the success and failure of the model.

Unfortunately, it takes much time to find a good set of hyperparameters with using

deep and complex architectures, since the number of choices is large, and one training

process requires a lot of computational time.

The usage of modern algorithms for hyperparameter optimization (like [10]) may im-

proove this situation.

Investigating more energies Both of convolutional and feedforward networks are

trained on 5 MeV Positron events. To get more complete results it may be needed to

observe different energies, in example in range from 1 to 10 MeV.

Modification of the input pipeline for multiple GPUs Tensorflow has Distribu-

tion Strategy API which provides a way to distribute training across multiple devices.

Currently, it supports only one type of strategy, called Mirrored Strategy. It does in-graph

replication with synchronous training on many GPUs on one machine. Essentially, it cre-

ates copies of all variables in the model’s layers on each device. Then all-reduce operation
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is performed to combine gradients across the devices before applying them to the variables

to keep them in sync.

To apply Mirrored Strategy on a model, it is needed to modify the input pipeline

architecture. The extraction and prefetching of the data on CPUs should be syncronised

and distributed correctly with respect to multiple models.

Fixing weight decay in Adam Weight decay is commonly used in convolutional neural

networks and decays the weights θt after every parameter update by multiplying them by

a decay rate α that is slightly less than 1:

θt+1 = α · θt (15)

When we use gradient descent as an optimization method, weight decay can also be under-

stood as L2 regularization term. But with using Adam it doesn’t equal to L2 regulariza-

tion, since the gradient is modified in both the momentum and Adam update equations.

Loshchilov and Hutter [11] proposed a way to fix it by adding weight decay after the pa-

rameter update in the original definition. Then the parameter update rule looks like the

following:

θt = θt−1 − lrt ·
mt√
vt + ε

− lrt · α · θt−1 (16)

Fixing exponential moving average in Adam Reddi et al. [12] state that the expo-

nential moving average of past squared gradients is another reason for the poor general-

ization of adaptive learning rate methods. It has been found out that some minibatches

provide large and informative gradients, but it happens rarely in complex tasks and the

exponential averaging diminishes their influence. Thus it leads to poor convegence.

The authors propose a new algorithm, which is called AMSGrad, that uses the maxi-

mum of past squared gradients rather than the exponential average to update the param-

eters. The AMSGrad update rule can be seen below:

v̂t−1 =
vt−1

1− βt2
mt = β1 ·mt−1 + (1− β1) · g

vt = β2 · vt−1 + (1− β2) · g · g

v̂t = max(v̂t−1, vt)

θt = θt−1 − lrt ·
mt√
v̂t + ε
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A Appendix

A.1 Additional plots for the feedforward network

Plots of deviation in predicted and true positions over the radius and cubic radius for

results of the feedforward network are shown in the paragraph below.
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Figure A.1: Deviation of the predicted position from the real position in each individual

coordinate. The band around the line plot indicates the 1σ region.
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Figure A.2: Euclidian distance of the predicted position from the real position. The band

around the line plot indicates the 1σ region.
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Figure A.3: Deviation of the predicted position from the real position in each individual

coordinate plotted over the real cubic radius. The band around the line plot indicates the

1σ region

A.2 Example of inputs for the convolutional network

Projections of charge and time data which are used as an input for the convolutional

network are shown in the paragraph below.
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Figure A.4: Example of input for the CNN.

Figure A.5: Example of input for the CNN.
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Figure A.6: Example of input for the CNN.

Figure A.7: Example of input for the CNN.

29



A.3 Additional plots for the convolutional network

Plots of deviation in predicted and true positions over the radius and cubic radius for

results of the convolutional network are shown in the paragraph below.

Figure A.8: Euclidian distance of the predicted position in CNN results from the real

position. The band around the line plot indicates the 1σ region.

Figure A.9: Deviation of the predicted position in CNN results from the real position in

each individual coordinate plotted over the real cubic radius. The band around the line

plot indicates the 1σ region
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